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Differential Entropy - 1

@ Definitions
@ AEP for Continuous Random Variables

@ Relation of differential entropy to discrete entropy
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From discrete to continuous variables

Probability Distribution of X

0.20
2z 015
0.10 1
0.05
0.00

Probabili

2 3 4 5 6 7 8 9 10 11 12

Outcomeont enta-images2eps.com

Shaded area
represents
probability

P(1<X<2)

I |

-3 -2 -1 0 1 2 3
The Normal Distribution

Dr. Rui Wang (EEE) INFORMATION THEORY & CODING November 16, 2020



Differential Entropy

Let X be a random variable with cumulative distribution function (CDF)
F(z) =Pr(X <z). If F(z) is continuous, the random variable is
continuous. Let f(x) = F'(X) when the derivative is defined. If

fj;o f(z) =1, f(x) is called the probability density function (pdf) for X.
The set of = where f(z) > 0 is called the support set of the X.

Definition
The differential entropy h(X) of a continuous random variable X with
density f(x) is defined as

h(X) = - /S £() log f(@)dz = h(f),

where S is the support set of the random variable.
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Example: Uniform distribution

o f(z)= %,m € [0, al

@ The differential entropy is:

“1 1
hX) = —/0 —log 5da: = log a bits

a
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Example: Uniform distribution

o f(z)= %,m € [0, al

@ The differential entropy is:

“1 1
hX) = _/0 —log 5da: = log a bits

a
e for a < 1, h(X) = loga< 0, differential entropy can be negative!

(unlike discrete entropy)
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Example: Normal distribution

o X ~ ¢(z) = \/Qiioexp(%Q) z€eR

o Differential entropy:

1
h(@) = 5 log 2mec? bits
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Example: Normal distribution

o X ~ ¢(z) = \/Q;TeXp(Zo?) z€eR

o Differential entropy:

1
h(@) = 5 log 2mec? bits
Calculation:

22
—/gbloggbdx: —/(b(x) [—%‘Zbge—log\/%m2 dx

E(X?) 1 , 1 1 9
= 5,0 loge + 510g27m = §loge + §log27m

1
= —log 2mec?
> og2meos
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AEP for continuous random variables

@ Discrete world: for a sequence of i.i.d. random variables

1
ﬁlogp(Xl,Xg,.. . ,Xn) — H(X)
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AEP for continuous random variables

@ Discrete world: for a sequence of i.i.d. random variables
Clogp(X1, Xa, ., Xu)  H(X).
@ Continuous world: for a sequence of i.i.d. random variables
—%log F(X1, Xa, .., Xn) = E|—1log f(X)] = h(X) in probability

Proof follows from the weak law of large numbers.
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Typical set

@ Discrete case: number of typical sequences

@ Continuous case: The volume of the typical set

Vol(A) = / dzydzy ... dz,, ACR"
A

Definition
For e > 0 and any n, we define the typical set AE”’ with respect to f(z) as

follows:

A = {(:cl,acg,...,a:n) eS": ’—1logf(a:1,:c2,...,a;n) - h(X)’ < e},
n

where f(fEl,LL'Q, cee 7‘TTL) = H;L:l f(xl)
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Typical set

The typical set AE”) has the following properties:

1. Pr(AE")) > 1 — e for n sufficiently large.

2. VoI(AE")) < 2h(X)+e) for afl n.

3. VoI(AE")) > (1 — €)2"MX)=9) for n sufficiently large.

F BRI

Dr. Rui Wang (EEE) INFORMATION THEORY & CODING November 16, 2020 9/16



Typical set

The typical set AE”) has the following properties:

1. Pr(AEn)) > 1 — e for n sufficiently large.

2. VoI(AEn)) < 2h(X)+e) for afl n.

3. VoI(AE")) > (1 — €)2"MX)=9) for n sufficiently large.

Proof. 1.

Similar to the discrete case.

By definition, —1log f(X™) = —1 > log f(X;) = h(X) in
probability. [

v
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Typical set

The typical set AE”) has the following properties:
2. Vol(AM™) < 2nh(X)+9) for aff .

(Pof 2. |

1= f(z1,z2,...,2y)de1desy . . . day,
Sn
> flx1, 2, ..., xy)da1das . .. doy,
AM
2/ rmmmM@@JWZTWWM/ e

_ 27n(h(X)+6)VO|(A£n))

Ol
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Typical set

The typical set AE”) has the following properties:
3. VoI(AEn)) > (1 — €)2"MX)=9) for n sufficiently large.

1-€< /( )f(:L‘l,$2,...,l‘n)de‘ldIEQ...dfl}n
Alr
g/ 2_”(h(X)_e)de‘1dx2...de‘n
A(")

=2 n(h / de‘lde‘g

9~ MX) =yl (AM),

O
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An interpretation

@ The volume of the smallest set that contains most of the probability
is approximately 27(X).

@ For an n-dim volume, this means that each dim has length
1
(th(X))E — 2h(X)_

P N— 2h1x)—>
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Mean value theorem (MVT)

If a function f is continuous on the closed interval [a, b], and differentiable
on (a,b), then there exists a point ¢ € (a, b) such that

oy J(0)— fla)
floy==——
Ay p
Secant ’
y=f ;

Tangent at ¢
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Relation of differential entropy to discrete entropy

e Consider a random variable X with pdf f(z). We divide the range of
X into bins of length A.

e MVT: there exists a value z; € (iA, (i + 1)A) within each bin such
that

(i+1)A
fea= [ fwa

f(x)

-
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Relation of differential entropy to discrete entropy

o Define the quantized random variable as X2 = z; if
iA < X < (i+1)A with pmf

(i+1)A

pi =Pr[X® =] = / flx)de = f(x;)A.

i A
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Relation of differential entropy to discrete entropy

o Define the quantized random variable as X2 = z; if
iA < X < (i+1)A with pmf

(i+1)A
pi = PI“[XA =] = / flx)dz = f(x;)A.
1A

@ The entropy of X% is

+o00
H(X®) = - sz' logp; = — ZAf(:ri) log f(z;) — log A.
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Relation of differential entropy to discrete entropy

o Define the quantized random variable as X2 = z; if
iA < X < (i+1)A with pmf

(i+1)A
pi = PI“[XA =] = / flx)dz = f(x;)A.
1A

@ The entropy of X% is

+o00
H(X®) = - sz' logp; = — ZAf(:L‘i) log f(z;) — log A.

o If f(z) is is Riemann integrable, as A — 0,

H(X2) +1og A — h(f) = h(X)
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Reading & Homework

@ Reading: Chapter 8: 8.1 - 8.3
@ Homework: Problems 8.1, 8.5, 8.7
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